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Abstract
The public demonstration of a Russian-English machine translation system in New York
in January 1954 — a collaboration of IBM and Georgetown University — caused a great
deal of public interest and much controversy. Although a small-scale experiment of just
250 words and six ‘grammar’ rules it raised expectations of automatic systems capable of
high quality translation in the near future. This paper describes the background
motivations, the linguistic methods, and the computational techniques of the system.

1. Introduction

On the 8th January 1954, the front pages of the New York Times and other major
American newspapers (New York Herald Tribune, Christian Science Monitor, Washington
Herald Tribune, Los Angeles Times) carried reports of the first public demonstration of a
computer for translating languages. Reports were syndicated in many provincial newspapers,
and articles about it appeared in the following months in popular magazines (Newsweek,
Science, Science News Letter, Discovery, Chemical Week, Chemical Engineering News,
Electrical Engineering, Mechanical World, Computers and Automation, etc.) It was probably
the most widespread and influential publicity that machine translation (MT) has ever received,’
and it was undoubtedly the first non-numerical application of the newly invented ‘electronic
brains’ that most people had heard of. Translation itself was a largely unknown ‘art’ and the
prospect of a machine capable of ‘deciphering’ foreign languages was exciting. The
demonstration raised expectations of fast and easy international communication in a world that
had already become divided by confrontations and misunderstandings between the United States
and the Soviet Union.

2. The background

The first suggestions for using computers to translate natural languages were made in
1947 by Warren Weaver in conversation with Andrew Booth. In 1948 Booth collaborated with
Richard Richens on the first experiments in ‘mechanical translation’ using punched cards in
1948. In 1949 there were newspaper reports that Harry Huskey was contemplating translation
on the SWAC computer in Los Angeles. And then, in July the same year, Warren Weaver wrote
the famous memorandum which stimulated the beginnings of MT research (Weaver 1949. In the
following years research on machine translation began at the University of Washington (Erwin
Reifler), University of California at Los Angeles (Victor Oswald, Stuart Fletcher), RAND
Corporation and Massachusetts Institute of Technology (MIT). It was in 1951 at MIT that the
first appointment of a MT researcher’ was made: Yehoshua Bar-Hillel in MIT’s Research
Laboratory of Electronics directed by Jerome B.Wiesner. His primary task was to survey the
prospects (Bar-Hillel 1951) and to promote development in the field; in particular to convene
the first MT conference.

All those known to be active or interested at the time — still a very small number — were
invited to the conference at MIT in June 1952 (Hutchins 1997b). At this time there had been
few examples of MT in practice. There had been only the punched card simulations by Richard

' This article was completed in November 2005, and further revised in March 2006. It is a much
expanded version of the paper presented at the AMTA conference in September 2004 (Hutchins 2004).

2 A list of contemporary reports is provided in Appendix I. Copies of some reports are reproduced on the
Machine Translation Archive (http://www.mt-archive.info).

? Strictly speaking the appointment was not for MT research but to investigate potential linguistic
applications of computers, among which MT was seen as the one of most interest. As Bar-Hillel himself
pointed out (Bar-Hillel 1964): he “never wrote a program for MT, never collaborated with a group that
designed mechanical translators, and never induced a student to write a thesis on MT.”



Richens and Andrew Booth which demonstrated that morphological stem-splitting could
contribute to a dictionary-based word-for-word ‘translation’ (at the conference Booth read the
paper later published as Richens and Booth 1955), and the model of German syntactic analysis
by Victor Oswald and Stuart Fletcher (1951), intended for implementation on the SWAC
computer in Los Angeles developed by Harry D. Huskey* (mentioned briefly by Oswald in one
of his presentations at the conference.) Otherwise, the conference consisted of presentations
speculating about future techniques, e.g. Yehoshua Bar-Hillel on ‘operational syntax’ and the
treatment of idioms, Erwin Reifler on post-editing and universal MT, Stuart Dodd on
regularising English (‘Model English’), and various papers on developments in computer
design.’

At the close of the conference there was a discussion about the next steps. It was agreed
that sources of financing had to be explored, and Duncan Harkin of the US Department of
Defense believed that his department and probably other US agencies would be forthcoming
with funds for projects’. Jerome Wiesner added that finance and assistance might also be
forthcoming from the Research Laboratory of Electronics at MIT.

Leon Dostert had been invited for his experience with mechanical aids for translation. He
had been Eisenhower’s personal interpreter during the war (1944-1945), had been liaison officer
to the French commander in Algiers, Charles de Gaulle, and had worked for the Office of
Strategic Services (precursor of the Central Intelligence Agency).” In October 1945 he was
asked to set up the interpretation system for the Nuremberg war crimes tribunal and to train the
interpreters and translators required. He adopted a system of simultaneous interpretation, an
innovation at the time that many thought would be unworkable, but which proved a major
success.®. In April 1946 — while the trial was still in progress — he was invited to install a similar
interpretation system at the United Nations. The equipment at both the Nuremberg trial and at
the United Nations was donated by International Business Machines (IBM) — Dostert had been a
friend of IBM’s founder, Thomas J.Watson, since the 1930s. In 1949 he was invited to
Georgetown University, where he had studied during the 1930s, to establish the Institute of
Languages and Linguistics at the University’s School of Foreign Service. The primary aim of
the Institute was to train linguists for government service, and it pioneered the use of language
laboratories. Dostert continued as its director until 1959.

Dostert admitted that he had gone to the conference as a sceptic regarding the automation
of translation, but by the end he had become convinced of the real possibilities. On leaving the
conference, he came to the conclusion that “rather than attempt to resolve theoretically a rather
vast segment of the problem, it would be more fruitful to make an actual experiment, limited in
scope but significant in terms of broader implications.” (Dostert 1955). He was (and remained)
a strong advocate of practical solutions and was not particularly tolerant of theoretical
linguistics speculation.

In early 1953, Dostert consulted linguists and engineers and they gave him the opinion
that machine translation was indeed a feasible objective;’ so he contacted Watson at IBM and
they agreed to collaborate. The project was headed by Cuthbert Hurd, head of the Applied
Science Department at IBM, and by Dostert himself. At this time, IBM was only beginning to
develop computers for non-military applications — the experiment was to be conducted on the
“701” model launched the previous year. Programming required someone with intimate

* The launch of this computer (Standards Western Automatic Computer) on 31 May 1949 was reported in
the New York Times and the New York Herald Tribune with the suggestion by Huskey that the machine
could be used for translation. The reports prompted a letter by Max Zeldner 13 June 1949 in the New York
Herald Tribune, which doubted the feasibility of mechanical translation, and which Weaver cited in his
1949 memorandum. (Hutchins 1997a).

> Reports of the conference were given by Reynolds (1954) and Reifler (1954)

® As reported by Reynolds (1954)

7 For biographical information of Dostert see Macdonald (1976), Zarechnak (1979) and Vasconcellos
(2000).

8 For a full account of Dostert and the installation of the simultaneous interpretation system see Gaiba
(1998).

? According to Macdonald (1963: 3) a summation of these opinions was made by Paul Garvin in April
1953: “Statement of opinion concerning machine translation”



knowledge of the design and construction of specific computers. Programs were written in
machine code — specifying every single operation of the central computer processing unit (CPU)
in terms of binary digits. All operations had to be reduced to processes of addition, subtraction,
comparison and of movement to and from specific addresses in the limited internal memory.
The man chosen by IBM to do the programming was Peter Sheridan.'’

Dostert looked for someone with the knowledge to carry out the language side of the
process, since he could not expect a computer mathematician to have much knowledge of
translation. For obvious political reasons Dostert decided that the demonstration should translate
from Russian into English. Since the end of the War, the enemy was no longer German but
Russian, and the lack of knowledge about activities in the Soviet Union was already a matter of
major concern. He chose a lecturer in his Institute with a thorough knowledge of Russian and
linguistics, Paul Garvin. Garvin was born in Karlovy Vary (Karlsbad), Czechoslovakia, studied
in Prague and emigrated to the US in 1941. He was associate professor at the Institute, a
theoretical linguist with knowledge of many languages, Russian in particular."

Dostert and Garvin decided to demonstrate automatic translations on a small number of
sentences from organic chemistry and a few other sentences on general topics. The aim was to
illustrate some grammatical and morphological problems and to give some idea of what might
be feasible in the future. The experiment was necessarily on a small scale, with a vocabulary of
just 250 lexical items (stems and endings) and a limited set of just six rules.

3. Reports of the demonstration

The demonstration took place on 7th January 1954 at the New York headquarters of IBM.
Reports by journalists appeared the next and following days (many on the front page) and were
syndicated to numerous other newspapers throughout the United States. The demonstration was
also widely reported in the foreign press. (See Appendix II.)

The newly invented computers were treated with much awe in those days. They were
frequently referred to as ‘giant brains’ and ‘robots’, and so we find that typical headlines were
“Electronic brain translates Russian”, “The bilingual machine”, “Robot brain translates Russian
into King’s English”, and “Polyglot brainchild”. Each reporter had his own slant on the
proceedings but there is enough similarity and agreement in the reports for us to gain a good
impression of what took place. Many reports were based on IBM’s press release (IBM 1954);
and many quoted it verbatim, particularly statements by Dostert and Hurd.

In all, according to most reports and the IBM press release, there were “more than sixty”
sentences included in the demonstration.'> Most of them were very short statements describing
processes in organic chemistry, but there were also a few (about a dozen) longer sentences of
general interest. Evidently, the demonstration began with the chemistry sentences. These were
reported in most accounts:

(a) “Kachyestvo uglya opryedyelyayetsya kaloryiynostjyu”, translated as “The quality
of coal is determined by calory content.”

(b)  “Kraxmal virabativayetsya myexanyichyeskyim putyem yiz Kkartofyelya”,
translated as “Starch is produced by mechanical methods from potatoes.”

A few other organic chemistry examples were also mentioned:

(c) “Zhyelyezo dobivayetsya yiz rudi xyimyicheskyim protsyessom”, translated as “Iron is
obtained from ore by chemical process.”

(d)  “Dyinamyit  pryigotovlyayetsya  xyimyicheskyim  protsyessom  yiz
nyitroglyitsyeryina s pryimyesjyu yinyertnix soyedyinyenyiy”, translated as “Dynamite

is prepared by chemical process from nitroglycerine with admixture of inert
compounds.”

(e) “Obrabotka povishayet kachyestvo nyeftyi”, translated as “Processing improves the quality
of crude oil.”

!9 Sheridan was later a member of the team at IBM led by John Backus which developed the first ‘high-
level’ programming language, FORTRAN.

" For biographical details on Garvin see Montgomery (2000) and the references there.

2 In all cases, the Russian source sentences are given in the transliteration scheme devised by the
Georgetown researchers (and also used by the Georgetown group in its later projects).



Fortunately for the journalists (who naturally had an eye on making an impact in their
newspapers), the demonstration passed onto sentences of a more general interest:
And then just to give the electronics a real workout, brief statements about politics,
law, mathematics, chemistry, metallurgy, communications, and military affairs were
submitted in the Soviet language... (Kenny, Christian Science Monitor)
Nearly all the newspapers quoted these:
® “Mi pyeryedayem mislyi posryedstvom ryechi”, translated as “We transmit
thoughts by means of speech.”
(g) “Vyelyichyina ugla opryedyelyayetsya otnoshyenyiyem dlyini dugi k radyiusu”,
translated as “Magnitude of angle is determined by the relation of length of arc to
radius.”
(h) “Myezhdunarodnoye ponyimanyiye yavlyayetsya vazhnim faktorom v
ryeshyenyiyi polyityichyeskyix voprosov”, translated as “International understanding
constitutes an important factor in decision of political questions.”
These three sentences had been highlighted by IBM in its press release (IBM 1954). But
some journalists had the initiative to record other ‘general-interest’ sentences:
(i) “Dorogi stroyatsya yiz byetona”, translated as ‘“Roads are constructed from
concrete”
(§) “Voyenniy sud pryigovoryil syerzhanta k lyishyenyiyu grazhdanskyix prav”,
translated as “A military court sentenced a sergeant to deprival of civil rights.”
(k) “Vladyimir yavlyayetsya na rabotu pozdno utrom”, translated as “Vladimir
appears for work late in the morning.”
(1) “Komandyir poluchayet svyedyenyiya po tyelyegrafu”, translated as “A commander gets
information over a telegraph”
The fullest lists of translated sentences appeared in magazine articles, such as those by
Neil Macdonald in the February 1954 issue of Computers and Automation (Macdonald 1954)
and the later articles by Schweisheimer in Mechanical World (Schweisheimer 1955) and by
Ornstein in Science (Ornstein 1955)."
Nearly all the newspapers and magazine articles gave the impression that research on
mechanical translation had been in progress for some years:
This may be the cumulation of centuries of search by scholars for “a mechanical
translator.” So far the system has a vocabulary of only 250 words. But there are no
foreseeable limits to the number of words that the device can store or the number of
languages it can be directed to translate. (Plumb, New York Times)
The joint effort... capped more than a decade of independent research by a scattered
handful of men (Chemical Week)
A handful of men had been individually engaged in research at various institutes for
almost a decade to make a machine convert the meaning of words clearly from one
language to another. No practical results were achieved until Georgetown a year and a
half ago enlisted the aid of the most versatile electronic ‘brain’ extant, the IBM 701.
(Journal of the Franklin Institute, taken verbatim from the IBM press release)
Reference to a ‘more than a decade’ (or ‘almost a decade’) of work was derived from the
IBM press release, whose writer(s) presumably had in mind the fact that MT had first been
mentioned in 1947 (by Warren Weaver in a letter to Norbert Wiener, and by Weaver in
conversation with Andrew Booth — see Hutchins 1997a). We must assume that this information
had been given to the writer(s) of the IBM press release by Dostert (and perhaps also by
Garvin). By the reference to a ‘year and a half’ was meant almost certainly the period since the
MIT conference in June 1952 — this does not appear in the press release, but Macdonald (1954)
does refer to the conference and to Dostert’s consequent determination to begin a practical
experiment. Apart from this, only two journalists made any references to earlier MT research:
the Science News Letter mentioned Huskey’s plans for German-English translation on the
SWAC computer in Los Angeles', and Chemical Engineering News referred to James Perry’s

Y 1t is surprising that although apparently over sixty sentences were demonstrated the total reported in
all contemporary sources was no more than twelve. It may, therefore, be possible that the demonstration
was truncated for some reason.

" It is possible that the journalist had seen the article in Modern Language Forum the previous year by
Oswald and Lawson (1953) which describe procedures for a micro-glossary of the German vocabulary of
brain surgery, which assumed the validity of the syntactic procedures outlined by Oswald and Fletcher



paper simulation of translation from Russian, as reported in Industrial and Engineering
Chemistry in December 1952"

The demonstration had a great impact. It was undoubtedly the first that most members of
the general public had even heard of the idea of computers (‘electronic brains’) translating
language. The newspaper reports from Los Angeles (May 1949) about Huskey’s plans had
seemingly been forgotten; and the report in a British newspaper (December 1949) on Andrew
Booth’s activities at Birkbeck College London (Hutchins 1997a) was obviously unknown in the
United States. This time it was different — probably because the demonstration was made in
New York on a new commercial machine from the already well-known firm of IBM.

The demonstration featured also in prominent European newspapers, such as Le Monde,
Financial Times, The Times, News Chronicle, Berliner Zeitung. It was reported also in popular
magazines. Andrew Booth mentioned it in a general article about MT in Discovery (Booth
1954) and in Civilta delle Macchine, Paulo Sardi’s general article on MT (Sardi 1954)
included the Georgetown experiment'® — although mistakenly attributing its design to James
W.Perry instead of Dostert and Garvin.

4. Contemporary predictions and comments
All the newspaper reports repeated predictions that machine translation would be a
major facilitator of international communication in the near future.
It is expected by IBM and Georgetown University, which collaborated on this project,
that within a few years there will be a number of “brains” translating all languages
with equal aplomb and dispatch. (Kenny, Christian Science Monitor)
Scholars and scientists who worked on it believe that within a few years the system
may greatly increase communication, particularly in technical subjects, by making
translation quick, accurate and easy. (Plumb, New York Times)
Reporters were impressed by the fact that the operator'” understood no word of Russian,
and most of them also by the speed at which translations were produced:
The girl who operated 701 did not understand a word of Soviet speech and yet more
than 60 Soviet sentences were given to the “brain” which translated smoothly at the
rate of about 2% lines a second. (Kenny, Christian Science Monitor)
In the demonstration, a girl operator typed out on a keyboard the following Russian
text in English characters: “Mi pyeryedayem mislyi posryedstvom ryechi”. The
machine printed a translation almost simultaneously: “We transmit thoughts by means
of speech.” The operator did not know Russian. Again she types out the meaningless
(to her) Russian words: “Vyelyichyina ugla opryedyelyayetsya otnoshyenyiyem dlyini
dugi k radyiusu.” And the machine translated it as: “Magnitude of angle is determined
by the relation of length of arc to radius.” (Plumb, New York Times)
But they were equally impressed by the machine’s potential:
The “brain” didn’t even strain its superlative versatility and flicked out its
interpretation with a nonchalant attitude of assumed intellectual achievement. (Kenny,
Christian Science Monitor)
Even if it took some time:
For nine silent seconds the machine mulled over the message. Then its automatic
typewriter pounded out the English translation. (Newsweek)
Many reports emphasised that input could be a bottle-neck and would slow down the
production of translations:
“...disappointingly slow. The reason was that the computer has to take time to sort
through the stack of punched cards before coding the sentences...” (Newsweek)
Above all, the punching of texts onto cards was recognised as a major problem:

(1951). Both papers were written with Huskey’s SWAC computer in mind, but it is clear that both were
paper simulations with no prospect of immediate implementation. In 1954 Huskey left UCLA to teach
numerical analysis and computer design at UC Berkeley. (For more details see Hutchins 1997a)

'3 For details of the article “Lingua ex machina” see Hutchins 1997a. Perry’s account, given limited
circulation in September 1952, was later published in the journal Mechanical Translation (Perry 1955).

'® Unusually for a foreign-language article on MT at this date, Sardi was familiar with the work of most
current researchers (Booth, Richens, Perry, Bar-Hillel and Oettinger )

'" Her name was given as Miss Lynne Polle (Brooklyn Eagle, Daily Mail)



Devices that can ‘read’ a printed page automatically will be needed before translations
from one language to another by electronic ‘brains’ will be of any practical value...
(Science News Letter)

However, it was a common assumption (shared by Dostert) that fast accurate automatic
print readers (i.e. optical character readers) would appear in the very near future.

All the reports, and subsequent commentaries, emphasised the limited nature of the
experiment — in particular the limitation to 250 words and six rules of syntax. Nevertheless,
there was optimism about rapid development in the near future and that MT systems capable of
translating almost everything would be available within five years.

“Those in charge of this experiment,” the professor continued, “now consider it to be
definitely established that meaning conversion through electronic language translation
is feasible.” Although he emphasised it is not yet possible “to insert a Russian book at
one end and come out with an English book at the other”, the professor forecast that
“five, perhaps three, years hence, interlingual meaning conversion by electronic
process in important functional areas of several languages may well be an
accomplished fact.” (Kenny in Christian Science Monitor (1954), also cited by
Schweisheimer 1955, and others, all quoting word for word from the IBM press
release)

Such optimistic predictions were to become common in the MT field. There was also
great optimism about the creation of systems for other language pairs. Like many others of the
time it was believed that the current computers, having been developed for numerical
calculations, were “over-engineered” for language applications, while at the same time
equipment was needed to deal with large bodies of linguistic information (dictionaries as well as
texts submitted for translation).' In this first demonstration of MT, it was Cuthbert Hurd, the
computer specialist, who expressed the prediction that special-purpose machines would be
developed:

Dr.Hurd said that the corporation would now design a machine particularly fit for
translating rather than for general computing utility. Such a device should be ready
within three to five years, when the Georgetown scholars believe they can complete the
“literary” end of the system.....As soon as cards for Russian are completed, sets will be
made for German and French. Then other Slavic, Germanic and Romance languages
can be set up at will. (Plumb, New York Times)

Predictions of how much work might be required to deal with larger quantities of text
were remarkably optimistic. Dostert himself predicted at the demonstration that “100 rules
would be needed to govern 20,000 words for free translation”.” Presumably this sounded
reasonable enough for the journalists — it was reported by nearly all of them — but how confident
Dostert himself might have been with these guesses is not known.

Even more optimistic were the predictions by Earl Ubell in the New York Herald Tribune
that:

Eventually, the machine will be able to translate from Russian: “She taxied her plane
on the apron and then went home to do housework.” In such a sentence with
double-meaning words, the machine will be able to tell what meaning of apron and taxi
would be needed in that particular context.

There is no evidence that this was a prediction made by either Dostert or Garvin at the
demonstration. Possibly some such remark was made when the researchers were describing how
the system might deal with ambiguities (see below), but since this prediction occurs in no other
newspaper report the likelihood is that it was the journalist’s own.

Initial newspaper reports invariably followed the optimistic tone of the IBM press release
(IBM 1954), but later there were more cautious comments by newspaper editors. Noteworthy is
the editorial in the Christian Science Monitor a week later, on the 13th January:

Such an accomplishment, of course, is far from encompassing the several hundred
thousand words which constitute a language. And with all the preparations for coping
with syntax, one wonders if the results will not sometimes suggest the stiffness of the

'8 The comment was picked up by Jacob Ornstein (1955). It may have been made by either Dostert or
Hurd.

' This prediction was not included in the IBM press release, so presumably it was given in answer to
journalists at the demonstration itself.



starch mentioned in one of the sentences as being produced by mechanical methods.
Nevertheless, anything which gives promise of melting some of the difficulty which
writers and speakers of different languages encounter in understanding each other -
particularly as between English and Russian today - is certainly welcome.

Equally sober were the observations made by Neil Macdonald in the following month
(Macdonald 1954). The prospects were exciting, but progress will be slow:

Many exciting possible developments are indicated by the success of the trial...
Linguists will be able to study a language in the way that a physicist studies material
in physics, with very few human prejudices and preconceptions... The technical
literature of Germany, Russia, France, and the English-speaking countries will be
made available to scientists of other countries as it emerges from the presses... But of
course, it must be emphasized that a vast amount of work is still needed, to render
mechanically translatable more languages and wider areas of a language. For 250
words and 6 syntactical structures are simply a “Kitty Hawk” flight.

The analogy to the Wright brothers’ early experiments was made by Dostert himself (in
the IBM press release), as the newspapers reported:

The experimental demonstration today can be rated only as a scientific sample, or, as
Doctor Dostert neatly phrased it, “a Kitty Hawk of electronic translation.”

Very few of the reporters, however, picked up on the comments in the press release on
the difficulties and problematic nature of dealing with language as opposed to applications in
physics and mathematics:

From the viewpoint of the electronic ‘brain’, the language translation also has
tremendous significance. It has been learned, for instance, that the formulation of logic
required to convert word meanings properly even in a small segment of two languages
necessitates two and a half times as many instructions to the computer as are required
to simulate the flight of a guided missile.
Those that did repeat this analogy included the anonymous reporter for the Journal of the
Franklin Institute and Jacob Ornstein in Science.

5. Newspaper descriptions of the processes involved

Most of the newspaper reports are illustrated with a photograph of a punched card with
a Russian sentence. The most common one was the following, which shows the card for
inputting the Russian sentence ‘“xauecTBO yriig oOmnpeaessieTcs KalopuiHOCThio” in  the
Georgetown transliteration (Kachyestvo uglya opryedyelyayetsya kaloryiynostjyu). Below it is
the English translation which is to be produced by the system. (“The quality of coal is
determined by calory content.”) Clearly this punched card was handed out to observers of the
demonstration since it includes a brief summary of the process of translation.
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Fig. 1: example of a punched card

Nearly all the reports also included photographs of the machines and of the Georgetown
and IBM personnel. This one [Fig.2] shows (left to right) Cuthbert Hurd, Leon Dostert and
Thomas J.Watson at the IBM printer.



Fig. 2: Hurd, Dostert and Watson at the demonstration

Few reporters, however, gave any indication of how the program worked. For example, Robert
Plumb of the New York Times writes only:
In translating, for instance, a word “A” which precedes a word “B” in Russian, may be
reversed in some cases in English. Each of the 250 words is coded for this inversion.
Sometimes words must be inserted in the English text, sometimes they must be
omitted, following code instructions. When there are several possible English
meanings for a Russian word, the instructions tell the machine to pick out the meaning
that best fits the context.
Another example reported in some accounts illustrated in laymen’s terms the processes
involved in the interpretation of ambiguous input:
...the IBM crew included the Russian word root ug/, which may mean coal or may
mean angle. Dr. Paul Garvin ... worked out rules of context and syntax which
determine how ug/ should be interpreted. These were stored as magnetic impulses on a
drum inside the “701.” The result was that the machine correctly read angle for ugla
and coal for uglya. (Newsweek)
This description was not derived from the press release but came evidently from a handout
given at the demonstration which illustrated the analysis and translation of a Russian sentence
containing the ambiguous stem “ugl-". Earl Ubell in the New York Herald Tribune described the
disambiguation process in slightly more detail:
The word root “ugl” in Russian means either “angle” or “coal” depending upon its
suffix. This root is stored in the form of electrical impulses on a magnetic drum
together with its English meanings and the Garvin rules of syntax and context which
determine its meaning. The code is so set up so that when the machine gets electrical
impulses via the punched cards that read “ugla” it translates it as “angle”, when
“uglya” the translation is “coal”. Electrical code impulses activate the typewriter keys.

The IBM press release had in fact described translation processes in terms of the codes
used. It was only the more ‘serious’ weeklies and monthlies — Computers and Automation
(Macdonald 1954), Journal of the Franklin Institute, Mechanical World (Schweisheimer 1954),
Discovery (Booth 1954) and Science (Ornstein 1955) — which made any attempt to describe the
computer operations. Even these tended to reproduce the wording of the IBM press release, e.g.
the description of inversion by the Journal of the Franklin Institute:

We begin with the Russian gyeneral mayor. These two words must be reversed to
arrive at the proper translation in English: major general. The switch is assured in
advance by attaching the rule sign 21 to the Russian gyeneral in the bilingual
glossary which is stored in the machine, and by attaching the rule-sign 110 to the
Russian mayor. The stored instructions, along with the glossary, say “whenever
you read a rule-sign 110 in the glossary, go back and look for a rule-sign 21. If
you find a 21, print the two words that follow it in reverse order.” So the instant



the “brain” is given gyeneral mayor to translate, it looks in the glossary, finds the

two words there, reads the rule-sign 110, goes back and finds rule-sign 21, and

automatically acts accordingly—all in the twinkle of an eye.
Whether the anonymous author seriously believed that readers would make sense of this is
perhaps doubtful. Schweisheimer (1955) based his account also on reproducing the descriptions
in the IBM press release, but Macdonald (1954) and Ornstein (1955) made more effort to
describe the coding in somewhat clearer terms. Macdonald avoided all reference to code
numbers and based his account on a flowchart of the dictionary lookup procedure, definitions of
the six rules (section 10 below), a table showing the operations involved in translating
“vyelyichyina ugla opryedyelyayetsya otnoshyenyiyem dlyini dugi k radyiusu” (section 11.1
below)®, and an extract from the dictionary.?! Ornstein included the same definitions of the six
rules, but he did provide operational descriptions of the interaction of codes both for the
inversion example (gyeneral mayor)™ — in slightly less forbidding terms than the quotation
above — and for the interpretation of the preposition in the phrase nauka o as science of, taken
from the IBM press release but more clearly expressed.

The Russian word o can mean either about or of. In the Russian-English glossary

nauka has affixed to it the rule-tag 242 and o carries the rule-tag 141. The instructions

indicate to the machine that whenever rule-tag 141 is encountered, it is necessary to go

back and search for 241 or 242. If 241 is found, the first English translation is selected

and both words are printed in the order in which they appear in the Russian sentence.

If 242 is encountered, the second English meaning is selected. Consequently, the

computer reads the 141, looks for and finds 242, chooses the second meaning for o,

which is of, and prints correctly science of.

The only contemporary account of the system by someone with first hand knowledge of
the MT field was given by Booth (1954) in an article in the monthly magazine Discovery, which
provided an overview of progress in MT research up to the middle of 1954. The article is
disappointingly sparse in detail. Like the articles by Macdonald (1954) and Ornstein (1955) it
reproduces the six rules and the table illustrating the analysis of a sentence, but unlike them
Booth has only this paragraph:

The second example shows the result of supplying a message in Russian to the [.B.M.
“701° data processing machine. Some of the stages involved are shown opposite in
Table 4. “Vyelyichyina ugla opryedyelyayetsya otnoshyenyiyem dlyini dugi k
radyiusu.” The message is punched upon a card and processed in various pieces of
equipment shown in fig.2. Eventually the output — “Magnitude of angle is determined
by relation of length of arc to radius” — appears on the typewriter. This particular
system was developed by Dr. Leon Dostert, who appears as the central figure in the
fourth photograph on p.284.%

6. Description of the system

Three of the principals involved in the development and the demonstration of the
Georgetown-IBM experiment wrote accounts which provide most of the details required to give
a good description of how the system worked. Sheridan gave an account of the experiment on
24 June 1954 at the conference of the Association for Computing Machinery in Ann Arbor,
Michigan (Mechanical Translation 1(2), August 1954, p.19), and Dostert presented a paper
“Characteristics of recent mechanical translation experiments” on 14 September 1954 at the
American Chemical Society's meeting in New York of the Division of Chemical Literature

20 The transliteration in the table contained a small (unimportant) error: dugi should be dugyi (myru). The
error is repeated in all the reports.

2! The flowchart and the table illustrating the sentence coding were evidently reproduced from handouts
at the demonstration — probably used by Peter Sheridan since they appear also in his later detailed
descriptions (Sheridan 1955). The flowchart appears here as Fig.7.

2 The transliteration (presumably as presented at the demonstration) was incorrect. It should have been
gyenyeral mayor.

# Booth’s table 4 consists of the table reproduced by Macdonald and Ornstein — given here in section
11.1 below — and the six rules (section 10 below); his figure 2 is a reproduction of a punched card [i.e.
Fig. 1 here], and his photograph appears here as Fig. 2.



(Mechanical Translation 1 (3), December 1954, p.55). However, these oral accounts do not
appear to have been preserved.

The linguistic aspects of the experiment were given in a contemporary account by Dostert
himself (1955), where he identified “the primary problem [as] one of linguistic analysis, leading
to the formulation in mechanical terms of the bilingual transfer operations, lexical or syntactic.”
The aim was a system requiring no pre-editing of the input, and producing “clear, complete
statements in intelligible language at the output”, although “certain stylistic revisions may...be
required..., just as when the translation is done by human beings.” Although Dostert gives an
informal account of the six rules of ‘operational syntax’ and something about how ambiguities
were resolved,” he does not in fact give sufficient detail of the actual linguistic operations, such
as dictionary construction, dictionary look-up, Russian sentence analysis, selection of target
language (English) words and production of English output.”® For such details we must turn to
the retrospective assessment of the experiment provided by Paul Garvin (1967), which gives
examples of dictionary entries and outlines the operation of the rules.

Some of the technical problems were covered by Macdonald (1954), Booth (1954) and
Ornstein (1955), each including photographs taken at the demonstration. However, for much
more detail of the computational side we must go to the account given by Peter Sheridan (1955).
As the first substantial attempt at non-numerical programming, every aspect of the process had
involved entering quite unknown territory. Decisions had to be made on how alphabetic
characters were to be coded, how the Russian letters were to be transliterated, how the Russian
vocabulary was to be stored on the magnetic drum, how the ‘syntactic’ codes were to operate
and how they were to be stored, how much information was to go on each punched card, etc.
Detailed flow charts were drawn up for what today would be simple and straightforward
operations.

7. The sentences

Of the “more than 60 sentences” mentioned in the IBM press release (1954), Garvin
(1967) lists 49 and provides the dictionary entries corresponding to them® — these amount to
137 stems or endings (of the total 250 entries in the experiment). Garvin does not, however,
give the English translations for the Russian sentences. These have been reconstructed by the
present author on the basis of the rules and dictionary entries included in Garvin’s article (and
by reference to the sentences in contemporary reports.). A further eleven sentences were listed
in the ALPAC report (1966), but without the Russian originals (or dictionary entries)

As noted above, only 12 sentences were included in newspaper reports — in the following
table an asterisk (*) indicates that the sentence was recorded by one or more newspaper. The
sentences have been grouped in sets according to their verbs: (1) prepare (plural form) and its
passive is prepared, translations of mpuroroBmsror (pryigotovlyayut) and its reflexive
npurotoBisiercst (pryigotovlyayetsya); (2) obtain (plural form) and its passive is obtained,
translations of moOwiBatoT (dobivayut) and its reflexive noosiBaercs (dobivayetsya); (3) produce
(plural) and its passive is produced, translations of BeipabareiBatoT (virabativayut) and its
passive BelpaOatbiBaercs (virabativayetsya); (4) determines (singular form) and its passive is
determined, translations of omnpenensier (opryedyelyayet) and its reflexive ompenensercs
(opryedyelyayetsya); (5) are constructed, translation of ctpositcst (stroyatsya); and (6) the
remainder in a miscellaneous group. Each group can be subdivided into chemistry sentences
(1a, 2a, etc.) and non-chemistry sentences (1b, 2b, etc.). Most of the sentences in (5) and all
those in (6) are non-chemistry sentences. The English translations are listed here; for the
original Russian see appendix I under the corresponding number: [Garvin #1, #2, etc.] The
ALPAC examples are indicated thus: [ALPAC #1, #2, etc., as listed in section 15 below; and
the newspaper examples are indicated by [R. (a), R. (b), etc. as listed in section 3 above.] Some

** See section 12 below.

% Leonard Brandwood, a colleague of Booth’s at Birkbeck College, University of London, was therefore
fully justified in 1956 to complain of the lack of information about how the Georgetown system worked
(Brandwood 1956).

% See Appendices I and II.



of the ALPAC examples and many of the newspaper ones are variants of Garvin’s sentences (as
discussed below.)

(1) prepare and is prepared:
(a) They prepare TNT. [Garvin #1]
They prepare TNT out of coal. [Garvin #2]
TNT is prepared out of coal. [Garvin #3]
TNT is prepared from coal. [ALPAC #11]
TNT is prepared out of stony coal. [Garvin #6]
They prepare ammonite [ALPAC #7]
They prepare ammonite out of saltpeter. [Garvin #9]
Ammonite is prepared out of saltpeter. [Garvin #10]
TNT is prepared by chemical method out of coal. [Garvin #15]
Ammonite is prepared by chemical method out of saltpeter. [Garvin #16]
Gasoline is prepared by chemical methods from crude oil. [ALPAC #6]
Dynamite is prepared out of nitroglycerine with admixture of inert material.
[Garvin #24]
Dynamite is prepared by chemical method out of nitroglycerine with admixture of
inert material. [Garvin #37]
* Dynamite is prepared by chemical process from nitroglycerine with admixture of
inert compounds. [R. (d)]
(b) Fighter is prepared for battle. [Garvin #4]
(2) obtain and is obtained:
(a) They obtain gasoline out of crude oil [Garvin #7]
Gasoline is obtained out of crude oil [Garvin #8]
They obtain dynamite from nitroglycerine. [ALPAC #4]
Ammonite is obtained from saltpeter [ALPAC #5]
Iron is obtained out of ore. [Garvin #22]
They obtain iron out of ore. [Garvin #33]
Copper is obtained out of ore. [Garvin #23]
They obtain copper out of ore. [Garvin #34]
Iron is obtained out of ore by chemical process. [Garvin #35]
* Iron is obtained from ore by chemical process. [R. (c)]
Copper is obtained out of ore by chemical process. [Garvin #36]
(3) produce and is produced:
(a)  They produce alcohol out of potatoes. [Garvin #11]
Alcohol is produced out of potatoes. [Garvin #12]
They produce starch out of potatoes. [Garvin #13]
Starch is produced out of potatoes. [Garvin #14]
Starch is produced by mechanical method out of potatoes. [Garvin #17]
* Starch is produced by mechanical methods from potatoes. [R. (b)]
TNT is produced from coal. [ALPAC #3]
Gasoline is produced by chemical methods from crude oil. [ALPAC #8]
(4) determine and is determined:
(a) *The quality of coal is determined by calory content. [Garvin #5; R. (a)]
Calory content determines the quality of coal. [Garvin #20]
Calory content determines the quality of crude oil. [ALPAC #10]
The quality of crude oil is determined by calory content. [ALPAC #1]
The quality of saltpeter is determined by chemical methods. [ALPAC #2]
(b) The price of potatoes is determined by the market. [Garvin #18]
The price of wheat is determined by the market. [Garvin #27]
The price of wheat is determined by the demand. [Garvin #28]
The price of potatoes is determined by the demand. [Garvin #29]
The price of crude oil is determined by the market. [ALPAC #9]
Elevation is determined by leveling. [Garvin #25]
Angle of site is determined by optical measurement. [Garvin #26]
* Magnitude of angle is determined by the relation of length of arc to radius. [Garvin #19;
R. ()]
(5) are constructed
Roads are constructed out of stone. [Garvin #30]
*Roads are constructed from concrete [R. (i)]



Houses are constructed out of brick. [Garvin #38]
Houses are constructed out of concrete. [Garvin #39]
(6) miscellaneous
(a) * Processing improves the quality of crude oil. [Garvin #21; R. (e)]

The science of oxygen compounds constitutes an important section of chemistry.

[Garvin #42]
(b)  Troops line up in wedge formation. [Garvin #31]

*We transmit thoughts by means of speech. [Garvin #32; R. (f)]

*A military court sentenced a sergeant to deprival of civil rights. [Garvin #40;
R. ()]

* A commander gets information over a telegraph [R. (1)]
Penal law constitutes an important section of legislation. [Garvin #41]

* Vladimir appears for work late in the morning. [Garvin #43; R. (k)]
Vladimir gets (a) large salary. [Garvin #49]
* International understanding constitutes an important factor in decision of
political questions. [Garvin #44; R. (h)]
Negotiations are conducted about an armistice. [Garvin #45]
The federation consists out of many states. [Garvin #46]
The radiostation transmits last/latest communications about weather. [Garvin #47]
The radiostation transmits last/latest political bulletins. [Garvin #48]

As noted previously, the newspaper reporters tended to choose only non-chemistry
examples, since these gave impressions of the quality of the translations which could be more
readily appreciated by readers than the chemistry ones. The total number of sentences listed
here is 65. There are some minor discrepancies between the examples given in the newspapers,
the ALPAC examples and the examples listed by Garvin. In particular, where Garvin gives “out
of” as the translation of Russian u3 (‘yiz’), the newspapers and ALPAC give “from”. Another
difference is that where Garvin has the phrase “by mechanical/chemical method” it appears as
“by mechanical/chemical methods” in the newspapers and in ALPAC. We do not know what
has gone on in these cases. Perhaps Garvin was using a later (improved) version of the
dictionary in his 1967 article. If this is the case, then the dictionary used in the demonstration
(and for the ALPAC examples — see section 15 below) gave a plural English form “methods”
for a singular Russian form ‘putyem’ (mytem).”” If these differences and variants are ignored in
the count, then the total number of sentences is 61 — which corresponds to the “over 60” of the
IBM press release used by journalists. We may note also at this point that the fact that the forms
in the ALPAC examples correspond to the demonstration examples rather than to Garvin’s later
examples serves to confirm the assertion by ALPAC that the sentences were translated by the
Georgetown system in 1954 (cf. section 15 below.)

8. The dictionary

The lexicon of just 250 words comprised only the vocabulary required to translate the
carefully selected sentences. We do not have the complete dictionary used in the demonstration.
Garvin’s later article (1967) provides only an extract, although a fairly extended one since it
includes a total of 137 entries — sufficient to give a good idea of how it operated.*®

Dictionary entries (for both stems and endings) included three codes. The first code,
Program Initiating Diacritic (PID) was one of ‘110°, “121°, “131°, ‘l141’or ‘151’. These
indicated which of the six rules was to be applied. The second and third codes were Choice
Determining Diacritics (CDD). The second code (CDDy) was one of ‘221°, ‘222, ‘2417, <242°;
it indicated what contextual information should be sought to determine selection of target
words. The third code (CDD,) 